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Abstract Nitrogen injection under conditions close vicinity9

of the liquid-gas critical point is studied numerically. The10

fluid thermodynamic and transport properties vary drasti-11

cally are highly variable and exhibit anomalies in the near-12

critical regime. These anomalies can cause distinctive ef-13

fects on heat-transfer and fluid-flow characteristics. To focus14

on the influence of thermodynamics on the flow field, a rel-15

atively low injection Reynolds number of 1 750 is adopted.16

For comparisons, a reference case with the same configu-17

ration and Reynolds number is simulated in the ideal gas18

regime. The model accommodates full conservation laws,19

real-fluid thermodynamic and transport phenomena. Re-20

sults reveal that the flow features of the near-critical fluid jet21

are significantly different from their counterpart. The near-22

critical fluid jet spreads faster and mixes more efficiently23

with the ambient fluid along with a more rapidly develop-24

ment of the vortex pairing process. Detailed analysis at25

different streamwise locations including both the flat shear-26

layer region and fully developed vortex region reveals the27

important effect of volume dilatation and baroclinic torque28

in the near-critical fluid case. The former disturbs the shear29

layer and makes it more unstable. The volume dilatation and30

baroclinic effects strengthen the vorticity and stimulate the31

vortex rolling up and pairing process.32

Keywords Liquid-gas critical point · Real-fluid · Fluid in-33

jection · Shear layer instability · Vortical dynamics34
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1 Introduction

When approaching the liquid-gas critical point, thermody-49

namic and transport properties of a fluid exhibit anoma-50

lies [1]. For example, the isothermal compressibility and51

volume expansion coefficient diverge and become orders of52

magnitude higher than those at the standard states. Ther-53

mal diffusivity tends to diminish due to the diverging spe-54

cific heat under constant pressure, and the kinetic viscosity55

becomes very small due to the large density. Figure 1 shows56

the situation with nitrogen in the vicinity of the critical point,57

Tcr = 12.62 K, Pcr = 3.4 MPa. With diverging isothermal58

compressibility and volume expansion coefficients, a small59

change of pressure or temperature can induce a large density60

variation. At the critical point pressure, a more than 50%61

density reduction of nitrogen fluid occurs when the temper-62

ature increases 1 K from the critical value, whereas 1 K tem-63

perature increase can only induce less than 0.5% of density64

variation at the standard state. The thermal diffusion coeffi-65

cient of near-critical nitrogen at (Tcr + 1 K, pcr) is more than66

three orders of magnitude lower than that of gas nitrogen at67

the standard state.68

Dramatically varied properties of a near-critical fluid69

have significant impacts on fluid dynamics, heat transfer,70

chemical reaction and phase transition. A low thermal diffu-71

sion hinders heat transfer and causes slow down of thermal72

equilibration. High compressibility significantly affects the73

mechanical response of fluid to thermal disturbance. Un-74

der conditions close to the critical point, a locally heated75

fluid can expand considerably and cause strong compression76

waves which further compress and heat the rest of the fluid77

homogeneously in a short time. Such fast thermalization pro-78

cess leading to critical speeding up of thermal equilibrium79

is known as the piston-effect. Zappoli et al. [2], Boukari et80

al. [3] and Onuki et al. [4] examined the key role of high81

compressibility and slow heat diffusion in the piston effect82

by means of numerical simulation of one-dimensional side83

heated near-critical fluid. Wagner [5] conducted a similar84

study using both the van der Waals equation of state and a85

more accurate equation of state obtained from the National8687
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88

Fig. 1 Thermodynamic and transport properties of nitrogen in the close vicinity of the critical point89

Institute of Standard and Technology (NIST). The neces-90

sity of using accurate equations of state for treating dras-91

tically varied near-critical fluids was thereby demonstrated.92

Frohlich et al. [6] performed experiments to study the piston-93

effect induced thermal jet for fluids at near-critical condi-94

tions. The role of heated boundary-layer expansion was in-95

vestigeted in dictating the flow evolution. Zappoli [7] further96

studied center-heated two-dimensional square cavity flows97

containing CO2 at either near-critical and ideal-gas condi-98

tions. The buoyancy greatly affects the near-critical fluid99

flow and leads to a very different flow pattern from the ideal100

gas case. In addition to the above fundamental studies, near-101

critical fluids were used in a reduced scale model for treating102

internal gravity waves in geophysical research [8]. The rea-103

son is that near-critical fluids can form strong stratification in104

a short distance under its own weight. In spite of many dif-105

ferent aspects of drastically varied near critical fluid flows,106

the current work mainly focuses on fluid-dynamics and heat-107

transfer characteristics.108

Extensive work has been conducted to investigate fluid109

injection at standard state. For a constant density laminar jet,110

the flow structure depends mainly on the injection Reynolds111
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number [9, 10]. The jet spreading behavior is determined112

by the instabilities of shear layers between the jet and am-113

bient fluid. Vortices roll up at the fundamental frequency114

of the shear layer instability. The vortex pairing process115

that happens in the downstream region leads to sub-harmonic116

low frequency oscillations. Compared with a high Reynolds117

number turbulent jet, a low Reynolds number laminar jet118

has a larger spreading rate and more intensive entrainment119

due to dominance of larger flow structures. When the injec-120

tion Reynolds number is larger than a certain value, the jet121

spreading rate tends to level off and becomes independent122

of the Reynolds number [9]. For a variable density jet, when123

the jet density is higher than its ambient fluid counterpart, the124

density stratification between the jet and ambient fluid has a125

stabilization effect on the shear layer. The larger the density126

gradient is, the more stable the shear layer and the smaller127

the spreading rate is [11]. If the jet density is lower, the jet128

spreading rate and instability behavior of jet are no longer129

determined by the behavior of the shear layer, and absolute130

instability is developed in the core region. Vortices roll up131

at a frequency is different from the basic frequency of shear132

layer instability. Instead, the frequency is determined by the133

jet dimension and the density gradient. It is an intrinsic char-134

acteristic of a low density jet, similar to the Karman vortex135

street in a flow passing over a cylinder [12, 13].136

Substantial efforts have also been made to study fluid137

injection in high pressure environment [1]. Newman and138

Bizustowski [14] studied injection of liquid CO2 into a139

chamber containing a gas mixture of N2 and CO2 under the140

near-critical conditions of CO2. It was observed that consid-141

erable change in the jet surface takes place at near-critical142

pressures and significantly influences the atomization pro-143

cess. Akira and Yuichro [15] conducted microgravity exper-144

iments of liquid SF6 injection into N2 gas at a near-critical145

state of SF6. A maximum growth rate proportional to the146

relative velocity was achieved and an instability, neither the147

Rayleigh instability nor the Taylor instability, was observed.148

Oschwald [16] and Chehroudi [17, 18] conducted experi-149

ments of fluid injection in both subcritical and supercritical150

environments. The results show that the supercritical fluid151

jet behaves like variable density gas jets while atomization152

process appear in the subcritical fluid jet.153

Bellan and colleagues [19, 20] examined temporal evo-154

lution of heptane/nitrogen and oxygen/hydrogen mixing lay-155

ers at supercritical conditions. They identified the stabiliza-156

tion role of density gradient in shear layers and the preva-157

lent effects of species and heat fluxes in energy dissipation.158

Zong and Yang [11] conducted comprehensive analysis of159

cryogenic fluid injection and mixing under supercritical con-160

ditions using a treatment of numerical algorithm based on161

general thermodynamics. It was found that the jet dynam-162

ics depend highly on the local fluid thermodynamic state es-163

pecially when the temperature transits across the inflection164

point in an isobaric process. The frequency of the most165

unstable mode decreases significantly in the near-critical166

regime due to the enhanced effect of density stratification167

and increased mixing layer momentum thickness. Oefelein168

et al. [21, 22] and Zong et al. [23, 24] numerically studied169

combustion of chemically reacting shear flows under super-170

critical conditions.171

Both constant and variable density jets at standard state172

and in supercritical environments have been studied exten-173

sively. Much less attention, however, is given to fluid injec-174

tion under conditions very close to the critical point. Con-175

sidering the anomalies of near-critical fluid properties, it is176

inconvincible to extend the results and theories for regimes177

away from the critical point to those in the close vicinity of178

the critical point. The object of the present work is to study179

the near-critical fluid injection and to explore the influence180

of drastically varied properties of near-critical fluids on heat181

transfer and flow characteristics.182

2 Theoretical formulation

The formulation is based on the conservation equations of183

mass, momentum and energy184

∂ρ

∂t
+
∂ρu j

∂x j
= 0, (1)185

186
∂ρui

∂t
+
∂(ρuiu j + pδi j)

∂x j
=
∂τi j

∂x j
, (2)187

188
∂ρE
∂t
+
∂((ρE + p)ui)

∂xi
=
∂

∂xi

(
u jτi j + qi

)
, (3)189

where ρ, ui, p, E, τi j and qi represent the density, velocity190

components, pressure, specific total energy, viscous stress191

tensor and heat flux, respectively.192

The equation of state is important for high-pressure real-193

fluid flow simulations, especially for near-critical fluids with194

steep property variations. Cubic equations of state are most195

popular in supercritical fluid simulations due to its easily im-196

plementation and less calculation cost. They are, however,197

less accurate than the Benedict-Webb-Rubin (BWR) equa-198

tion of state in the near-critical regime [1]. Although much199

more computation time is required for the BWR equation of200

state, for accuracy it is employed in the present study, taking201

the following form202

p =
9∑

n=1

An(T )ρn +

15∑
n=10

An(T )ρ2n−17 e −γρ
2
, (4)203

where An are the coefficients given in detail by Jacobsen and204

Stewart [25].205

Thermodynamic properties, such as enthalpy, internal206

energy and constant pressure specific heat, can be expressed207

as the sums of ideal-gas properties at the same temperature208

and departure functions which take into account the dense-209

fluid correction [1],210

e(T, ρ) = e0(T ) +
∫ ρ

ρ0

 p
ρ2 −

T
ρ2

(
∂p
∂T

)
ρ


T

d ρ, (5)211

212

h(T, p) = h0(T ) +
∫ P

P0

[
1
ρ
+

T
ρ2

(
∂ρ

∂T

)
P

]
T

d p, (6)213
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214

CP(T, ρ) = CV0(T ) −
∫ ρ

ρ0

 T
ρ2

(
∂2 p
∂T 2

)
ρ


T

d ρ215

216

+
T
ρ2

(
∂p
∂T

)2

ρ

/(
∂p
∂ρ

)
T
, (7)217

where the subscript “0” refers to the ideal state at low pres-218

sure. The departure functions on the right-hand sides of219

Eqs. (5)–(7) can be determined from the equation of state.220

Transport properties including viscosity and thermal221

conductivity are estimated by means of the corresponding222

state principles along with the 32-term BWR equation of223

state [1]. Figure 1 shows the compressibility factor, spe-224

cific heat, viscosity, and thermal conductivity of nitrogen in225

the close vicinity of the critical point. These figures illus-226

trate key trends over the range of pressure and temperature227

of interest. With a slight temperature increase of 1K from228

Tcr + 0.1 K. The density decreases about 20%, and the ther-229

mal diffusivity increases five times, the volume expansion230

and the isothermal compressibility coefficient decrease by231

one order of magnitude. For nitrogen at Tcr + 0.1 K, pcr,232

the thermal diffusivity and kinetic viscosity is four and three233

orders smaller than its counterpart of gas at standard state, re-234

spectively. The volume expansion and isothermal compress-235

ibility coefficient is three and one order of magnitude higher236

than that of gaseous nitrogen at standard state, respectively.237

3 Numerical methods

To overcome the stiffness problem caused by rapid variations238

of fluid properties and wide disparities in the characteristic239

time scales, an efficient preconditioning scheme developed240

by Meng and Yang [26] and Zong and Yang [27] for real-241

fluid compressible flows is adopted here242

Γ
∂
⌢

Q

∂τ
+
∂Q

∂t
+
∂(E −Ev)
∂x

+
∂(F − Fv)
∂y

= 0, (8)243

where Γ represents the preconditioning matrix. t is the real244

time and τ the pseudo-time. Q is the conservative variable245

vector and
⌢

Q primitive variable vector.246

⌢

Q = (p′, u, v,w,T,Y1)T, (9)247

248

Q = (ρ, ρu, ρv, ρw, ρet, ρY1)T, (10)249

E,F are convective fluxes and Ev,Fv viscous fluxes in the250

x-, y-direction, respectively. The scalar variable Y1, equal to251

1 for pure injected fluid and 0 for ambient fluid, presents the252

distribution of the injected fluid. The pressure is decomposed253

into a constant reference pressure p0 and a gauge pressure p′254

to circumvent the pressure singularity problem at low Mach255

numbers [28].256

p = p0 + p′. (11)257

A density-based cell-center type finite volume method258

is used to discretize the governing equations. A fourth-259

order central difference algorithm in generalized coordinates260

is employed for spatial discretization. Second- and fourth-261

order artificial dissipation with a total variation diminish-262

ing switch developed by Swanson and Turkel [29] is imple-263

mented to ensure computational stability and prevent numer-264

ical oscillations in regions with steep gradients. Temporal265

discretization is obtained using second order backward dif-266

ference, and the inner-loop pseudo-time term is integrated267

with a third-order Runge-Kutta scheme. Multi-block domain268

decomposition technique along with static load balance is269

employed to facilitate the implementation of parallel compu-270

tation with message passing interfaces at the domain bound-271

aries. This approach has been extensively validated by Nan272

and Yang [11, 27], Meng and Yang [26].273

4 Configuration and boundary conditions

The physical configuration and computational domain stud-274

ied are shown in Fig. 2. The injector width D j is set to275

0.25 mm and its length is 4D j. The computational domain276

downstream of the injector measures a length of 40D j and a277

width of 6D j. The entire grid system consists of 280 and 120278

points along the streamwise and vertical direction, respec-279

tively. The grids are clustered in the shear layer and near the280

injector to resolve the rapid property variations.281

282

Fig. 2 Schematic of numerical simulation model283

At the injector inlet, the velocity follows the one-284

seventh-power law and temperature is specified with a top-285

hat profile. The pressure is determined by using a one di-286

mensional approximation to the momentum equation in the287

axial direction. At the downstream outlet boundary, the non-288

reflecting boundary conditions proposed by Li et al. [30] are289

adopted applied to avoid undesired reflection of compression290

and expansion waves propagating into the computational do-291

main. The non-slip and adiabatic conditions are enforced292

along the solid walls. Only the upper half is considered and293

symmetric boundary conditions are used at the center line of294

the domain.295

For comparison, a near-critical fluid jet and an ideal gas296

jet with the same injection Reynolds number of 1 750 are297

treated. The same critical pressure of nitrogen pcr is adopted298

for the two cases considered. The fluid temperature is set to299

Tcr + 0.1 K for the near-critical fluid case and 500 K for the300

ideal gas case. Detailed flow parameters are listed in Table301

1.302
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Table 1 Parameters of cases modeled: near-critical fluid jet and
ideal gas jet at critical point pressure of nitrogen pcr (βp is isother-
mal compressibility; γT is volume expansivity; Z is compressive
factor)

303

T /K βp/K−1 γT /(m2 · s−1) Z Ma

Tcr + 0.1 0.73 2.24 × 10−9 0.37 2.9 × 10−3

500 2.0 × 10−3 1.63 × 10−6 1.00 2.0 × 10−2

304

5 Results and discussion

5.1 Instantaneous flow fields

The flow structures are characterized by convection, diffu-305

sion and density stratification between the injected fluid and306

the ambient fluid. The flow behaviors depend mainly on the307

injection Reynolds numbers for a constant density jet. The308

Reynolds number for both near-critical and ideal gas cases309

are chosen the same, Re j = ρ ju jD j/µ j = 1 750, where the310

subscript “ j” represents quantities of the injected fluid. With311

the same Reynolds number, injector width, initial pressure312

and different temperature, different Mach numbers are ob-313

tained, i.e. 2.9 × 10−3 for the near-critical fluid case and314

2.0 × 10−2 for the ideal gas case. Since the Mach number is315

very small, it may not induce obvious difference between the316

two cases.317

The instantaneous flow fields exhibit different flow be-318

haviors between the two cases. The fluid is injected from the319

injector into an initially stationary flow field in the chamber.320

Compression waves are generated in the chamber from the321

dynamic pressure of the injected fluid. Similar to the piston-322

effect, the temperature and pressure of fluid in the chamber323

enhanced after the compression wave passing. The fluid in324

the chamber is heated in a short time before the injected fluid325

enter the chamber. Since the injection Mach number is very326

low, the density variation induced by the pressure change is327

less than 0.01%. On the other hand, the temperature vari-328

ation has a dominant effect on the density change. For the329

ideal gas case, the magnitude of temperature increase in the330

chamber is 0.8% and the density decrease 0.2%, while the331

temperature increase of near-critical fluid case is 0.03% and332

the density decrease 4%. With smaller temperature varia-333

tion, larger density change occurs in the near-critical fluid334

case due to the larger volume expansion coefficient.335

For a constant density jet, the shear layer between336

the jet and the ambient fluid is susceptible to the Kelvin-337

Helmholtz instability and experiences vortex rolling, par-338

ing and breakup. Near-critical fluid jet undergoes qualita-339

tively the similar process but with additional mechanisms340

arising from volume dilatation and baroclinic torque. Fig-341

ure 3 shows the snapshots of the marking scalar Y1, vorticity342

magnitude |ω|, density ρ and density gradient |∇ρ| for both343

the cases. After the flow field achieves a stationary state, the344

temperature difference between the injected fluid and ambi-345

ent fluid still exists, but the piston-effect is no longer obvi-346

ous as that in confined fluids due to the half open configu-347

ration. The fluid expansion induced by the thermal distur-348

bance, however, still has an important effect on the flow field349

evolution, which will be discussed in the following sections.350

The near-critical fluid jet is more unstable compared to the351

ideal gas jet. In the near-critical fluid case, the shear layer352

has shorter stable section before vortex rolling up. The larger353

vortex structure in the near-critical fluid case also shows ear-354

lier happening vortex pairing process, indicating the less sta-355

ble characteristic than the ideal gas jet. Due to the low in-356

jection Mach number, the density variation induced by the357

pressure change is ignorable, and the temperature variance358

has dominant effect on the density variation. This is illus-359

trated by the similarity between the density distribution and360

the temperature distribution. The pressure field is compatible361

to the vorticity field. The density gradient field exhibits that362

the near-critical fluid case has sharper density stratification363

than the ideal gas case. The reason is that the vanishing ther-364

mal diffusion coefficient of near-critical fluids hinders the365

thermal diffusion and causes the larger temperature gradi-366

ent between jet and ambient fluids which leads to the larger367

density stratification. Moreover, the larger density variation368

in the near-critical fluid mentioned above also contributes to369

the stronger density stratification.370

371

Fig. 3 Instantaneous flow fields of Near-critical fluid jet with T j = Tcr + 0.1 K, T∞ = Tcr + 0.1 K (left column) and Ideal gas jet with372

T j = 500 K, T∞ = 500 K (right column), p = pcr, Re j = 1 750. a Scalar Y1; b Vorticity magnitude |ω|(s−1); c Density ρ (kg ·m−3); d373

Temperature T (K); e Density gradient magnitude |∇ρ| (kg ·m−4); f Gauge pressure p′ (Pa)374
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375

Fig. 3 Instantaneous flow fields of Near-critical fluid jet with T j = Tcr + 0.1 K, T∞ = Tcr + 0.1 K (left column) and Ideal gas jet with376

T j = 500 K, T∞ = 500 K (right column), p = pcr, Re j = 1 750. a Scalar Y1; b Vorticity magnitude |ω|(s−1); c Density ρ (kg ·m−3); d377

Temperature T (K); e Density gradient magnitude |∇ρ| (kg ·m−4); f Gauge pressure p′ (Pa) (continued)378
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To quantitatively investigate the flow structure, the anal-379

ysis by means of the power spectral density (PSD) and proper380

orthogonal decomposition (POD) was also conducted here.381

Figure 4 shows the PSD of the dimensionless transverse382

velocity component v at different positions along the shear383

layer (i.e. x = 2D j, 3D j, 5D j, 8D j, 15D j, 25D j, y = 0.5D j).384

The PSD amplitude of the near-critical fluid case is larger385

than the ideal gas case, indicating more vigorous velocity386

fluctuations in the near-critical fluid case. As shown in Fig. 3,387

the shear layer is relatively flat and no obvious vortex struc-388

tures occur at x = 2D j. The dominant frequency at x = 2D j389

corresponds to the most unstable mode of the shear layer in-390

stability. At x = 3D j for the near-critical fluid jet, the sub-391

harmonic frequency at x = 2D j becomes dominant while392

the obvious change in the PSD of ideal gas jet is that the393

amplitude becomes larger. From Fig. 3, it is identified that394

the first vortex pairing in the near-critical fluid happens at395

x = 3D j, indicating that the half dominant frequency at this396

position is caused by the vortex pairing process. For the ideal397

gas jet, the vortex rolling-up process starts around x = 3D j398

and the dominant frequency is the same as one at x = D j,399

indicating that the vortex rolls up with the fundamental fre-400

quency of the shear layer instability. At x = 5D j for the401

near-critical fluid case, the PSD amplitude corresponding to402

the frequency 256 Hz becomes larger and the peak value cor-403

responding to 523 Hz becomes smaller than that at x = 3D j.404

This indicates that the first vortex pairing process continues405

at this position, two small vortices continue to form a large406

vortex. For the ideal gas jet, the second dominant frequency407

3 510 Hz appears. This indicates the first vortex pairing hap-408

pens at this position. At x = 8D j the frequency correspond-409

ing to the first vortex pairing becomes dominant for both the410

near-critical fluid jet and ideal gas jet. At x = 15D j, the dom-411

inant frequency of the near-critical fluid jet halves again, in-412

dicating the second vortex pairing happening. The dominant413

frequency of the ideal gas case still corresponds to the first414

vortex paring. At x = 25D j, the dominant frequency cor-415

responding to the second vortex pairing is identified in both416

the cases. The vortex rolling-up, the first and second vor-417

tex paring process in the ideal gas case occurs later than in418

the near-critical fluid case. The near-critical fluid jet is more419

unstable and develops faster than the ideal gas jet.420

The POD analysis is commonly used for extracting ener-421

getic coherent structures from data. The POD of the velocity422

field was conducted in a 5D j × 25D j near-field area. Figures423

5–8 show the energy distribution and the spectra of the main424

POD modes of near-critical fluid case and ideal gas case, re-425

spectively. The first two modes contain most of the energy of426

the flow field. In comparison with Figs. 6 and 8, it is noticed427

that the vorticity distribution corresponding to the dominant428

POD modes of the near-critical fluid are remarkably different429

from that in ideal gas case. Combining the POD results with430

the above PSD analysis, it is found that the first two POD431

modes correspond to the vortex formed through pairing pro-432

cess. For near-critical fluid jet, the first mode containing433

most of the energy corresponds to the second vortex pairing,434435

436

Fig. 4 PSD of normalized transverse velocity component v at different positions along the shear layer at streamwise direction (x = xi, y =437

0.5D j): near-critical fluid case (left column), ideal gas case (right column)438
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439

Fig. 4 PSD of normalized transverse velocity component v at different positions along the shear layer at streamwise direction (x = xi, y =440

0.5D j): near-critical fluid case (left column), ideal gas case (right column) (continued)441

while for the ideal gas jet it corresponds to the first vortex442

pairing. This indicates that the vortex formed through sec-443

ond vortex pairing is dominant in the near-critical fluid jet444

while the vortex formed through first vortex pairing is domi-445

nant for the ideal gas jet. This also presents faster developing446

and better mixing of the near-critical fluid case.447
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448

Fig. 5 Energy distribution (left) and spectra of time traces (right) of main POD modes of near-critical fluid jet449

450

Fig. 6 Vorticity distribution corresponding to Mode 1 (left) and Mode 2 (right) of near-critical fluid case451

452

Fig. 7 Energy distribution (left) and spectra (right) of time traces of main POD modes of ideal gas case453

454

Fig. 8 Vorticity distribution corresponding to Mode 1 (left) and Mode 2 (right) of ideal gas case455
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5.2 Mean flow properties

The mean flow properties are obtained through time averag-456

ing after the flow field has reached its stationary state. Fig-457

ure 9a shows the half-width r1/2 of the mean streamwise ve-458

locity profile along the transverse direction, where the mean459

streamwise velocity is one half of its maximum value. As460

the jet developed to the downstream, it mixes with the am-461

bient fluid and spreads in the transverse direction, and the462

half width becomes larger. Compared to the ideal gas jet,463

the near-critical fluid jet has larger half width at the same464

streamwise position, i.e. The indicates the near-critical fluid465

jet has larger spreading rate and spreading angle. Figure 9b466

shows the profile of the normalized mean temperature distri-467

bution (Tc − T j)/∆T along the center line in the streamwise468

direction, where the subscript “c” refers to the quantities at469

the jet center line, and ∆T is the maximum value of temper-470

ature variation in the chamber. The near-critical fluid jet has471

shorter potential core than the ideal gas jet. The larger slope472

of the temperature distribution following the core region in473

the near-critical fluid jet indicates its faster increasing tem-474

perature and better mixing with the abient fluid. Figure 10475

shows the time averaged streamwise velocity profile along476

the transverse direction of the jet at different streamwise po-477

sitions. No exact self-similar region was observed for either478

near-critical fluid jet or ideal gas jet. This is reasonable con-479

sidering the laminar characteristic of the jet and the confin-480

ing effect of the chamber. However, the normalized veloc-481

ity profiles still show the trend that the near-critical fluid jet482

can achieve a quasi-self-similar region earlier than the ideal483

gas jet. The comparison of time averaged quantities demon-484

strates that the near-critical fluid jet spreads faster and mixes485

better with the ambient fluid than the ideal gas jet.486

487

Fig. 9 Comparison of a half width and b potential core length between near-critical fluid jet and ideal gas jet488

489

Fig. 10 Time averaged stream-wise velocity profile along y-direction: near-critical fluid case (left); ideal gas case (right)490

5.3 Shear layer instability and vortical dynamics

To explain the faster development of the near-critical jet as491

compared with the ideal gas jet, further analysis at two dif-492

ferent positions is conducted. The first position is the shear493

layer region without vortex rolling up in the near-field of the494

injector and the second position is the well developed vortex495

region at the downstream.496

The dominant frequency of the shear layer instability is497

523 Hz in the near-critical fluid case and 7 180 Hz in the498

ideal gas case. In the idea gas case, the dominant frequency499

gives a value of 0.088 for the Strouhal number S t = 2π f θ/u j,500

where f is frequency and θ is momentum thickness. This501

value is consistent with Freymuth’s result [31] for the natu-502

ral oscillating frequency of a laminar constant density shear503

layer. In the near-critical fluid case, the Strouhal number504
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is 0.1, which is higher than the ideal gas case. It is well505

known that large density stratification around the shear layer506

has a stabilization effect for high density jet. Usually the507

jet with higher density stratification has lower frequency os-508

cillating shear layer. However, the shear layer with larger509

density stratification in the near-critical fluid is more unsta-510

ble than that in the ideal gas. To explain this reason, some511

important factors in near-critical fluid flow, i.e. strong vol-512

ume dilatation and contraction effect, should be considered.513

Figure 11 shows the dimensionless density gradient ampli-514

tude |∇ρ|/|∇ρ|max, the volume expansion rate ∇ · u/(uc/D j),515

velocity components u/uc, v/uc, vorticity ω/ωmax and scalar516

Y1 along the transverse direction of jet at x = 1.5D j, where517

subscript “c” is the quantities at the center line of the jet, and518

“max” the maximum value alone the transverse direction at519

x = x0. At x = 1.5D j there is no vortex structure formed and520

the shear layer remains flat. The profile of the normalized521

streamwise velocity, vorticity and mass fraction from the two522

cases are almost similar with each other. The density strati-523

fication of the near-critical fluid jet is much sharper than the524

ideal gas case due to small thermal diffusivity and large vol-525

ume expansion coefficient as mentioned above. The volume526

dilatation and contraction of the near-critical fluid case near527

the shear layer is much stronger than the ideal gas case. As528

a result, the transverse velocity component v is much larger529

in the near-critical fluid case, indicating that more unstable530

shear layers exists and further leads to faster spreading jet.531

532

Fig. 11 Comparison of distribution of physical quantities along y-direction at x = 1.5D j between near-critical fluid case and ideal gas case533
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The stronger shear layer formed between jet and the am-534

bient flow tilted and developed to large-scale structures. The535

vorticity dynamics can be quantified through the vorticity536

transport equation. Figure 12 shows an instantaneous vor-537

ticity budget and vorticity distribution at x = 8D j where538

the large vortex structures are well developed for both the539

cases. The results are normalized by the bulk velocity u j540

and injector width D j. Three effects contribute to the vortic-541

ity dynamics, i.e. the volume-dilatation effect −ω∇ · u, the542

baroclinic torque effect (∇ρ×∇p)/ρ2 and viscous dissipation543

effect ∇×(∇·τ/ρ). The viscous dissipation effect has a domi-544

nant effect in the ideal gas case while the other two effects are545

ignorable compared to the former. In the near-critical fluid546

case, the viscous dissipation effect is still dominant, how-547

ever, the volume dilatation and baroclinic torque effect can-548

not be ignored. The volume dilatation and baroclinic torque549

effect have an important influence on vorticity dynamics in550

near-critical fluid jet. The volume dilatation effect and baro-551

clinic torque effect compete with the viscous effect and reach552

peak value at the vortex center where the vorticity achieves553

its maximum value, and thus strengthen vorticity and stimu-554

late the vortex rolling up and pairing process. Thus, different555

vorticity dynamics mechanisms are another important rea-556

son for the faster development of the near-critical fluid jet557

than the ideal gas jet.558

559

Fig. 12 Vorticity distribution and vorticity budget along y-direction at x = 8D j: near-critical fluid case (left) and ideal gas case (right)560

6 Concluding remarks

Nitrogen jet in the close vicinity of liquid-gas critical561

point is investigated. Comparison is made against an ideal562

gas jet with the same Reynolds number. The near-critical563

fluid jet has faster developed vortex rolling-up and pairing564

process than the ideal gas jet. Compared to the ideal gas565

case, the near-critical fluid jet has a larger spreading angle566

and shorter potential core. The near-critical fluid jet mixes567

more efficiently with its ambient fluid. Even though larger568

density stratification with stabilization effect exists in the569

near-critical fluid jet, stronger volume dilatation and contrac-570

tion effect disturb the shear-layer, and make the near-critical571

fluid jet more unstable than the ideal gas case. Different vor-572

ticity dynamics mechanisms also exist in the two cases due573

to arising baroclinic effect and volume dilatation effect in the574

near-critical fluid case. These two effects are demonstrated575

to be another important reason for the faster developing be-576

havior of the near-critical fluid jet.577
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